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Abstract 
Network anomaly detection is a crucial process to identify abnormal network traffic, which may pose a 

security threat. This research aims to improve the performance and efficiency of Logistic Regression (LR) 

in network anomaly detection by applying dimension reduction techniques, such as Principal Component 

Analysis (PCA), Truncated Singular Value Decomposition (TSVD), t-Distributed Stochastic Neighbor 

Embedding (t-SNE), and Independent Component Analysis (ICA). The performance of each dimension 

reduction method is evaluated based on accuracy, precision, recall, F1-score, and computation time. 

The results show that TSVD provides the best performance with 95.86% accuracy, 0.96 precision, 0.96 

recall, 0.95 F1-score, and 13.83 seconds computation time. In contrast, ICA showed the worst 

performance, especially in precision, recall, and F1-score, with values of 0.73, 0.83, and 0.78, 

respectively. Meanwhile, although t-SNE produces competitive accuracy, it has a high computational 

cost with an execution time of 1698.54 seconds. These findings show that choosing the right dimension 

reduction algorithm not only improves detection performance but also supports data processing 

efficiency, making it highly relevant for large-scale network security scenarios. 

Keywords: dimensionality reduction, Logistic Regression, network anamoly detection, performance 

evaluation, Truncated Singular Value Decomposition. 

1. Introduction 
Nowadays, networking has become an essential component of human life. Almost every individual 

uses electronic devices, both wired and wireless, to utilize the internet network for various needs. Along 

with the increasing dependence on networks, network security aspects become very crucial to protect 

stored data from unauthorized access by unauthorized parties (Fikri & Djuniadi, 2021). Network security is 

not only to protect data, but also to ensure the smooth and reliable operation of systems that depend on the 

network. 

In addition, in a network, there are conditions that can cause network traffic to be abnormal, known 

as network anomalies. Identification of these anomalies is critical to maintaining network integrity and 

security. Therefore, there is a need for an Intrusion Detection System (IDS) implemented on computer 

systems to detect and address potential threats that can damage the system (Imam, Sukarno, & Nugroho, 

2019). 

Anomaly detection is the process of finding patterns in a dataset that do not behave normally or do 

not match the desired expectations. This process is very important because it can identify data that is 

considered abnormal in a dataset. Anomaly detection has been widely studied in statistics and machine 

learning, with wide applications in various fields. Some examples of such fields include healthcare, fraud 

detection, intrusion detection, industrial defects, image processing, sensor networks, robot behavior, and 

astronomical data (Kwon, et al., 2019). 

However, one of the main challenges in anomaly detection approaches is the high computational 
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Fig. 1. Research flow. 

 

complexity, especially when the dataset has a large number of features (high dimensionality), which can 

affect the performance of anomaly detection models. In addition, the more features in a dataset, the greater 

the risk that irrelevant information (noise) can dominate the data, which in turn can reduce the accuracy of 

the model. Therefore, this research highlights the importance of using dimensionality reduction strategies 

to handle such challenges. In this research, an anomaly detection technique with Logistic Regression 

algorithm and dimensionality reduction algorithm is used to improve the detection performance and 

accuracy (Gunawan, Sugiarto, & Mardianto, 2020). 

Some of the algorithms used in this research include Principal Component Analysis (PCA), Truncated 

Singular Value Decomposition (TSVD), t-Distributed Stochastic Neighbor Embedding (t-SNE), and 

Independent Component Analysis (ICA). PCA was chosen for its ability to identify the principal components 

that contribute most to the variation in the data, as well as its effectiveness on data with a linear structure 

(Hasan & Abdulazeez, 2021; Jolliffe & Cadima, 2016; Kurita, 2021). t-SNE is used for comparison because 

of its ability to visualize high-dimensional data and preserve local relationships between data, which makes 

it particularly suitable for complex non-linear data patterns (Silva & Melo-Pinto, 2023; van der Maaten & 

Hinton, 2008). ICA is also analyzed for its ability to decompose independent components in the data, which 

is relevant for detecting hidden patterns or anomalies that are not detected by linear methods (Hyvärinen & 

Oja, 2000; Jia, Sun, Lian, & Hou, 2022). Lastly, TSVD is also considered for its efficiency in handling large 

matrices and high sparsity data, while still maintaining a low-dimensional representation of the data (Golub 

& Van Loan, 2013; Tuo, Zhang, Huang, & Yang, 2021). 

Previous research has shown the effectiveness of Logistic Regression in detecting anomalies in 

network data (Noureen, Bayne, Shaffer, Porschet, & Berman, 2019; Sasikala & Vasuhi, 2023). In the context 

of dimension reduction, PCA and t-SNE have also been shown to accelerate the processing of network 

anomaly data and improve the efficiency of classification algorithms (Hasan & Abdulazeez, 2021). In 

contrast to previous studies, this study focuses on the direct comparison of four dimensionality reduction 

algorithms, including TSVD, to identify the most efficient algorithm for network anomaly detection 

applications. 

The hypothesis tested in this research is that the application of dimensionality reduction techniques 

will result in better anomaly detection performance (in terms of accuracy and computation time) compared 

to Logistic Regression without dimensionality reduction. This research provides new insights into the effect 

of dimensionality reduction algorithms on efficiency and accuracy in network anomaly detection, particularly 

on high-dimensional data often encountered in the context of network security. By comparing algorithms 

such as TSVD, PCA, and t-SNE, this study emphasizes the importance of selecting the optimal algorithm to 

improve data processing efficiency without compromising detection accuracy. The novelty of this study is 

its application to large network data that often requires fast processing, making it highly relevant for 

supporting real-time network security systems. 

2. Methods 
The framework shown in Fig. 1 illustrates the flow of research, starting from data collection, design, 

implementation of dimensionality reduction techniques, and finally, the implementation of network anomaly 

detection. Dimensionality reduction techniques used in this research include PCA, t-SNE, TSVD, and ICA 

algorithms. After the relevant features are successfully selected based on dimensionality reduction 

techniques, the next step is network anomaly detection using the Logistic Regression algorithm. The test 
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Fig. 2. Analysis in network anomaly detection using Logistic Regression. 

 

results will then be evaluated to determine the most superior dimensionality reduction technique in detecting 

network anomalies using Logistic Regression. 

2.1. Dataset 

In this research, data collection was conducted through the literature study method. This method 

includes data acquisition from datasets as well as relevant journals that are the main references in the 

research (Erlin, Marlim, Junadhi, Suryati, & Agustina, 2022; Pramakrisna, Adhinata, & Tanjung, 2022; 

Utami, Nurlelah, & Hasan, 2021). This research uses the Python IDE on the Google Colab platform to 

monitor changes and activities that occur in networked systems. Various Python libraries are utilized, 

including Scikit-learn for machine learning modeling, pandas for data processing, and Matplotlib for 

visualization of test results.  

Experiments were conducted using Network Anamoly Detection dataset from Kaggle (Onkarappa, 

2019), which consists of 125,973 data with 43 attributes and covers 4 attack classes. This dataset includes 

various attributes related to network traffic information, such as duration, protocol, service, number of data 

bytes, and connection status (normal or error). The attack classes in this dataset are as follows:  

1) Denial of Service (DoS): Attacks that drain the victim's resources, such as SYN flooding attacks.  

2) Probing: Reconnaissance to gather information, such as port scanning.  

3) U2R (User to Root): Unauthorized access to superuser, such as buffer overflow.  

4) R2L (Remote to Local): Unauthorized access from remote machines, such as password guessing. 

This dataset is divided into 80% train data and 20% test data. The initial data was processed using 

Logistic Regression algorithm without dimensionality reduction algorithm to see the initial performance. After 

that, processing is done with the dimensionality reduction algorithm combined with Logistic Regression to 

evaluate the improvement of model performance. 

2.2. Principal Component Analysis (PCA) 

PCA is the most commonly used linear dimension reduction algorithm. It transforms a high-

dimensional dataset into a lower-dimensional form by projecting it towards principal components that 

optimally reflect the variance of the data. Thus, PCA can reduce the dimensionality of the dataset while re- 
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Fig. 3. Implementation of t-SNE for anomaly detection using Logistic Regression. 

 

taining the key information in the data (Rhamadhani & Iswari, 2022). The application of PCA and Logistic 

Regression for network anomaly detection is presented in Fig. 2. The process begins with the Import Library 

step, which loads the Python libraries required for the analysis. After that, Data Preprocessing is performed 

to ensure the data is of sufficient quality to be used in modeling. The next step is to divide the dataset into 

two parts, namely Training Data (80%) which is used to train the model and Testing Data (20%) to evaluate 

the performance of the model. After splitting the dataset, the Separating Features and Labels step is 

performed, where attributes (features) are separated from targets (labels) to prepare the data for further 

processing by the applied algorithm.  

In the main stage, PCA is used to reduce the dimensionality of the data to improve model efficiency 

and performance. The process starts with inputting training and testing data. After that, the average value 

of each feature is calculated (Calculating Mean) to determine the center of the data distribution. The next 

step is to convert the data into a zero-centered form (Calculating Zero Mean), so that the data distribution 

is more uniform and ready for further analysis.  

The next step is to calculate the covariance matrix to understand the relationship between features 

(Covariance Matrix Calculation). Based on this matrix, Eigenvalue and Eigenvector calculations are 

performed, which yield important information about data variation. Principal components are then selected 

through the Reduce Dimension process to 15 Components, where the 15 most significant dimensions are 

stored in a Reduction Matrix. The result is data with smaller dimensions while still retaining important 

information, referred to as PCA Components. These PCA components become the input for the Logistic 

Regression algorithm, which is used to train the model to detect network anomalies. With the combination 

of PCA and Logistic Regression, the model is expected to identify anomalies efficiently and accurately. 

2.3. t-Distributed Stochastic Neighbor Embedding (t-SNE) 

t-SNE is a non-linear dimensionality reduction algorithm often used for high-dimensional data 

visualization. It maps data from a high-dimensional space to a low-dimensional space while maintaining the 

probability of similarity between points. For both linear and non-linear data, t-SNE is more effective than 

PCA in visualizing complex data structures (Devassy & George, 2020). The application of t-SNE and Logistic 

Regression for network anomaly detection is presented in Fig. 3. The process starts with importing the 

required libraries. Next, the data is processed through the Data Preprocessing stage to ensure that the data 

is in a ready-to-use format. After this stage, the data is divided into two subsets, namely Training Data (80%) 

to train the model and Testing Data (20%) to evaluate the model performance.  

In the next stage, the t-SNE process begins with a similarity calculation between data pairs in the 

high dimension. The results of this calculation are then used to calculate the probability of each data point. 

After that, a gradient calculation is performed using the gradient descent method to optimize the position of 

data points in a lower dimensional space. This process aims to ensure that the relationship between data is 

well maintained after mapping. The end result of this process is the TSNE Component, which produces a 
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Fig. 4. Implementation of ICA for anomaly detection using Logistic Regression.. 

 

clearer and more structured mapping of the data in a low-dimensional space.  

After the data is processed with t-SNE, the dataset is then subdivided into Training Data and Testing 

Data. At this stage, the features and labels for both subsets are separated. The model is then trained using 

the training data and tested using the testing data. After the training and testing stages, Logistic Regression 

is applied to predict the results based on the features that have been processed with t-SNE. 

2.4. Independent Component Analysis (ICA) 

Independent Component Analysis (ICA) is a dimension reduction algorithm that focuses on 

separating independent signals from multi-dimensional data. This algorithm seeks to find combinations of 

independent signals that make up the data, which can help identify different sources of information in the 

dataset (Putra, Wiantari, Dewi, & Darmawan, 2019). The application of ICA and Logistic Regression for 

tissue anomaly detection is presented in Fig. 4.  

The process starts with processing categorical features separately through the Categorical Feature 

Encoding stage, while the rest of the data is encoded in the X Encoded stage. After the encoding stage is 

complete, the dataset is divided into two subsets: training and testing data. These two subsets are then 

separated into features and labels required for model training and evaluation in the Train and Test stages. 

2.5. Truncated Singular Value Decomposition (TSVD) 

Truncated Singular Value Decomposition (TSVD) is a Singular Value Decomposition (SVD) based 

dimension reduction algorithm designed to handle data more efficiently. Unlike Principal Component 

Analysis (PCA), TSVD does not centralize the data before calculating the singular value decomposition, 

making it more suitable for sparse matrices that often appear in real-world applications (Akritidis & Bozanis, 

2022). The process of applying TSVD and logistic regression for network anomaly detection is depicted in 

Fig. 5. It starts with data preparation through encoding, using either One Hot Encoder or Label Encoder, to 

convert categorical data into a numerical form that can be processed. Once the data is ready, the next step 

is the application of TSVD for dimension reduction. The TSVD process starts by calculating the SVD system 

matrix, which serves to simplify the data structure without losing important information. Through this 

decomposition, the data matrix is broken down into smaller components that are more manageable. TSVD 

then projects the data into a lower-dimensional space by solving the resulting system of linear equations.  
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Fig. 5. Implementation of TSVD for anomaly detection using Logistic Regression. 

 

This reduced dimensionality matrix retains key relevant information for further analysis while reducing the 

complexity of the data. The final result of the TSVD process is a reduction matrix that is used to train and 

test the logistic regression model. This step is followed by model evaluation through accuracy and inference 

time measurements, which aim to assess the overall efficiency and performance of the model. With this 

approach, TSVD not only helps manage high-dimensional data, but also supports the development of faster 

and more accurate models for network anomaly detection. 

2.6. Logistic Regression 

Logistic Regression is a simple yet powerful classification method. This method is often applied after 

the data has undergone a dimensionality reduction process using various algorithms (Willy, Rini, & 

Samsuryadi, 2021). The dimensionality reduction stage aims to simplify the data structure without losing 

important information, thus improving the efficiency of the classification process. The application of Logistic 

Regression to detect network anomalies is illustrated in the diagram in Fig. 6. In addition, the sequence of 

performance steps of the Logistic Regression algorithm is systematically described in Algorithm 1, which 

includes the process of data initialization, weight adjustment, and the final classification decision based on 

the resulting probabilities.  

In Algorithm 1 (Kumar, 2021), where 𝑖 is the iteration of the logistic regression algorithm, starting 

from 1 to 𝑘. 𝑘 is the number of iterations performed in the training process. Typically, this process is run for 

the entire training data. 𝑑𝑖 is the 𝑖-th training data (instance). These are individual instances or samples in 

the dataset that are used to train the model. 𝑦𝑗 is the actual label or true class of the 𝑗-th data. The value of 

𝑗 is usually 0 or 1 (for binary classification). 𝑃(1|𝑑𝑗) is the probability that the 𝑗-th data belongs to class 1, 

which is calculated by the logistic regression model. 𝑧𝑖 is the target for regression (Eq. 1). This value is the 

transformation of the difference between the actual labels (𝑦𝑗) and prediction probability (𝑃(1|𝑑𝑗)) which is 

divided by a probability-dependent factor. This variable helps direct the weight update. 𝑤𝑗  is the weight of 

the instance 𝑑𝑗, calculated based on the probability 𝑃(1|𝑑𝑗). These weights are used to give influence to 

certain data during training, especially if the probabilities are far from exact values. 𝑓𝑗 is a data-adjusted 

function based on the target value (𝑧𝑗) and weight (𝑤𝑗). 

2.7. Evaluation of Results 
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Fig. 6. Logistic Regression for Network Anomaly Detection. 

 

Algorithm 1. Logistic Regression (Kumar, 2021). 

1 Input: Training data 

2 Begin 

3 For 𝑖 = 1 𝑡𝑜 𝑘: 
4 For each training data instance 𝑑𝑖: 
5 Set the target value for the regression to 𝑧𝑖  (Eq. 1) 

6 Initialize the weight of the instance 𝑑𝑗  to 𝑃(1|𝑑𝑗). (1 − 𝑃(1|𝑑𝑗))  

7 Finalize the function 𝑓𝑗  to fit the data with the class value 𝑧𝑗  and weight 𝑤𝑗 

8 Assign class label 0 as Normal if 𝑃(1|𝑑𝑗) > 0.5, otherwise assign class label 1 as Anomaly. 

 

𝑧𝑖 =  
𝑦𝑗−𝑃(1|𝑑𝑗)

[𝑃(1|𝑑𝑗)(1−𝑃(1|𝑑𝑗))]
                            (1) 

 

The result of this detection is the level of accuracy produced by the Logistic Regression Algorithm 

method without dimension reduction and with dimension reduction. Comparison is made between 

performance based on confusion matrix and processing time using dimensionality reduction algorithms, 

namely PCA, t-SNE, ICA, and TSVD. The evaluation is based on accuracy, recall, precision, and f1-score 

values (Chicco & Jurman, 2020). The results of the classification model are obtained and presented in a 

Confusion Matrix. Confusion Matrix is used to show the comparison between the prediction results of the 

classification model and the actual data or label data. The calculation of accuracy refers to the equation 

formulated by Ruuska, et al. (2018). The Confusion Matrix scheme is presented in Fig. 7, which depicts the 

results of comparing the model predictions with the actual data in tabular form. This matrix consists of four main 

elements: True Positives (TP), False Positives (FP), True Negatives (TN), and False Negatives (FN). True Positives 

(TP) refers to the case when the model correctly predicts the positive class, i.e. when the model successfully 

identifies objects or events that do belong to the positive category. False Positives (FP) occur when the model 

incorrectly predicts the positive class when the object actually belongs to the negative category. Conversely, 

True Negatives (TN) is when the model correctly predicts the negative class, i.e. when the model successfully 

identifies objects that should be classified as negative. False Negatives (FN) occur when the model incorrectly 

predicts the negative class when the object actually belongs to the positive category. These errors can pose a 

significant risk, especially in critical applications such as disease or security threat detection. 

Accuracy is the percentage of the number of correctly predicted classes, which is the number of 

correct predictions for positive classes divided by the total number of predictions made. The accuracy value 

can be calculated using the formula presented in Eq. (2) (Ruuska, et al., 2018). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 
TP+ TN

TP +TN+ FP + FN 
             (2) 
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Fig. 7. Confusion Matrix (Zhang, Wang, An, Qin, & Yang, 2023). 

 

Precision is the proportion of correct predictions for the positive class compared to the total 

predictions made for the positive class. The formula used to calculate the precision value is presented in 

Eq. (3) (Ruuska, et al., 2018). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

TP + FP 
              (3) 

Recall or sensitivity, on the other hand, is the proportion or percentage of total positive class cases 

that are correctly predicted (Yacouby & Axman, 2020). This method is calculated by dividing the number of 

correct predictions for the positive class by the total number of actual positive class cases. The formula 

used to calculate recall is presented in Eq. (4) (Ruuska, et al., 2018). 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
TP

TP + FN 
   (4) 

F1-score, which is the harmonic mean between precision and recall, is used to compare classifier 

performance, especially when there is a difference between precision and recall. The F1-score value can 

be calculated by the formula given in Eq. (5) (Gupta, Anjum, Gupta, & Katarya, 2021). 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
Precision × Recall

Precision + Recall
 (5) 

3. Results and Discussion 
3.1. Results 

After the experiment, the performance of the Logistic Regression algorithm without using 

dimensionality reduction shows an Area Under the Curve-Receiver Operating Characteristics (AUC-ROC) 

value of 80%, precision of 73%, recall of 87%, and F1-score of 79%. The resulting accuracy without 

dimensionality reduction reached 78.08% with a computation time of 197.75 seconds. Meanwhile, after 

applying dimension reduction techniques, namely PCA, t-SNE, ICA, and TSVD, the results obtained are as 

follows: 

a. PCA 

PCA successfully reduced the number of features to 15 components, with an AUC-ROC score of 82%. 

The precision value was recorded at 73%, recall at 88%, and F1-score at 80%. The resulting accuracy 

reached 78.96%, with a computation time of 99.19 seconds. An example of the 15 components 

generated from PCA can be seen in Fig. 8. 

b. ICA 

ICA successfully reduced the number of features to 10 independent components. An example of data 

resulting from feature reduction using ICA is presented in Fig. The precision value was recorded at 

73%, recall at 83%, and F1-score at 78%. The resulting accuracy reached 82.89%, with a computation 

time of 60.98 seconds. 

c. t-SNE 

t-SNE successfully reduced the number of features to 5 components, as shown in Fig.10. The precision 

value was recorded at 79%, recall at 84%, and F1-score at 81%. The resulting accuracy reached 

84.60%, with a computation time of 1698.54 seconds. 

d. TSVD 

TSVD successfully reduced the number of features to 10 components, as shown in Fig. The precision 
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Fig. 8.  Example of 15 components generated from PCA. 

 

 
Fig. 9. Example of 10 components generated from ICA. 

 

 
Fig. 10. Example of 5 components generated from t-SNE. 

 

 
Fig. 11. Example of 10 components generated from TSVD. 
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Table 1 

Comparison of algorithm test results. 

Method Accuracy (%) Precision (%) Recall (%) F1-Score (%) Computation Time (Seconds) 

LR 78.08 0.73 0.87 0.79 197.75 

PCA+LR 78.96 0.73 0.88 0.80 99.19 

ICA+LR 82.89 0.73 0.83 0.78 60.98 

t-SNE+LR 84.60 0.79 0.84 0.81 1698.54 

TSVD+LR 95.86 0.96 0.96 0.95 13.84 

 

value was recorded at 96%, recall at 96%, and F1-score at 95%. The resulting accuracy reached 

95.86%, with a computation time of 13.83 seconds. 

3.2. Discussion 

The use of dimensionality reduction, either before or after the application of the Logistic Regression 

algorithm, can have a significant impact on the results, depending on the use case and the data used. A 

comparison of the Logistic Regression algorithm results, both before and after using dimensionality 

reduction, is presented in Table 1.  

In Table 2, the dimensionality reduction process using the t-SNE algorithm takes longer (1698.54 

seconds) because it involves complex non-convex optimization to reduce the dimensionality of the data. t-

SNE tends to take longer on large datasets due to such complexity. In contrast, the fastest dimensionality 

reduction algorithm is TSVD (13.83 seconds). This is because TSVD is a similar approach to PCA, but 

optimized for very large and sparse data matrices, as in the case of text data. With its optimized capability 

for sparse matrices, TSVD can be faster than PCA on text datasets with very high dimensions. This provides 

added value, especially when applied in real-world contexts.  

The accuracy before and after using dimensionality reduction shows a significant improvement. 

However, each dimensionality reduction algorithm has different accuracy values. The highest value was 

achieved by TSVD with an accuracy of 95.86%. TSVD performs better than other methods because it is 

suitable for handling data with high dimensionality and many attributes that are not very important (sparse 

data). TSVD focuses on retaining the most influential parts of the data, so it can still summarize important 

information without losing much detail. Compared to other methods, such as PCA which relies more on the 

relationship between attributes, or t-SNE which is more suitable for visualization, TSVD proves to be more 

stable and efficient for use in anomaly detection models.  

Prior to the application of dimensionality reduction, using all the original features (without 

dimensionality reduction) allows for a direct interpretation of the influence of each feature on the prediction 

results. This makes it easier to identify the features that contribute the most or least to the final result. 

However, if the dataset has many irrelevant or interrelated features (multicollinearity), the Logistic 

Regression algorithm may be prone to overfitting, which is when the model fits the training data too well but 

does not generalize well to new data. In addition, the more features in the dataset, the more complicated 

the calculations will be. This can lead to longer model training times and increased computational resource 

requirements.  

After the dimensionality reduction process is performed, the number of features to be processed by 

the algorithm becomes fewer than the original, thus helping to reduce overfitting by retaining only the 

important features that contribute to the variability of the data. This improves the model's ability to generalize 

to new data. As a result, the training time of Logistic Regression algorithms tends to be faster. In addition, 

dimensionality reduction can help reduce noise and variance in the data, allowing the model to focus on 

more relevant patterns. However, it is important to remember that dimensionality reduction can also lead to 

loss of information from the original data, especially if done drastically. In addition, if the Logistic Regression 

algorithm is already good enough at handling high dimensions, applying dimensionality reduction may not 

always be necessary.  

After being optimized with dimension reduction, the model can be deployed to a network monitoring 

system to analyze data traffic. In real scenarios, this application can be used to identify DoS, Probing, U2R, 

and R2L attacks by utilizing key features of the dataset, such as connection duration patterns, protocol 

types, and packet error rates. However, while dimensionality reduction algorithms such as TSVD help 

reduce complexity, the model still needs to be optimized to process data quickly without compromising 

detection accuracy. 
 

4. Conclusions 
Anomaly detection on the network using the Logistic Regression algorithm before the application of  
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dimensionality reduction resulted in an accuracy of 78.08% with a computation time of 99.19 seconds. After 

the addition of the TSVD dimension reduction algorithm, the best results were achieved with the highest 

accuracy value, which is 95.86%, and a faster processing time, which is 13.83 seconds. However, in this 

study there are still some limitations that need to be considered. This research is limited to binary 

classification (normal and anomaly), so it does not cover more specific attacks such as DoS, R2L, U2R, or 

Probing. In addition, the experiments were conducted entirely using Google Colab, which may affect 

performance and results if the same algorithms and techniques are applied in different hardware or software 

environments. This research also uses only one dataset from Kaggle, which has specific characteristics and 

may not represent various types of network anomaly data. The dataset has some weaknesses, such as data 

redundancy issues, an imbalance in the number of attacks, and a mismatch between the number of attacks 

and regular traffic. For future research, it is important to address the multiclass classification problem so 

that all dimension reduction algorithms can be tested more comprehensively. In addition, it is hoped that 

this data can be further developed for broader network security applications. 
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