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Abstract 
Damage assessment of buildings after natural disasters is generally performed manually by a team of 

experts at the disaster site, making it prone to human error and resulting in low accuracy in classifying 

the level of damage. This research aims to develop a more efficient and accurate method in post-disaster 

building damage assessment by integrating Discrete Wavelet Transform (DWT) and Principal Component 

Analysis (PCA) techniques. The main contribution of this research is the use of DWT as well as the 

application of this method on more than one image to improve the accuracy of damage level 

classification. A total of nine unlabelled images of post-disaster buildings were used in this study, which 

were obtained from the Regional Disaster Management Agency or Badan Penanggulangan Bencana 

Daerah (BPBD) of Malang City, Indonesia. The methods applied include data pre-processing, DWT 

decomposition for image analysis to identify features, and clustering using PCA to cluster the level of 

building damage into light, medium, and heavy categories, which are then evaluated based on accuracy. 

The results showed that the method yielded 100% accuracy with validation results from surveyors, as 

evidenced through 2D and 3D visualisations based on principal components (PC1-PC3). These findings 

confirm that the integration of DWT and PCA can be an effective alternative in improving the accuracy of 

post-disaster building damage assessment, as well as supporting decision-making in rehabilitation and 

reconstruction after natural disasters. 

Keywords: clustering of building damage, Discrete Wavelet Transform, post-disaster building damage 

assessment, Principal Component Analysis. 

1. Introduction 
Natural disasters often cause significant damage to building infrastructure, resulting in large material 

losses and heavy casualties (Almais, et al., 2024; Hadiguna, Kamil, Delati, & Reed, 2014). In 2023, the 

National Disaster Management Agency or Badan Nasional Penanggulangan Bencana (BNPB) recorded 

more than 5,400 natural disaster events in Indonesia, further emphasizing the urgency of developing faster 

and more accurate building damage assessment methods (Rosyida, et al., 2024). Currently, post-disaster 

building damage assessment is generally carried out manually by a team of experts at the disaster site. The 

manual method used by BNPB to determine the level of damage to buildings after natural disasters is still 

subjective and prone to human error (Almais, et al., 2023; Amri, et al., 2016), resulting in a low level of 

accuracy in classifying the level of damage to buildings after natural disasters (Fu'adah, Almais, & Syauqi, 

2023; Krichen, Abdalzaher, Elwekeil, & Fouda, 2024). Therefore, a novel, more objective and reliable 

approach is needed to address this issue. 

This research aims to overcome this problem by utilizing digital image processing technology, which 

can offer a more efficient and accurate solution in building damage assessment. The object of this research 

is images of buildings damaged by natural disasters in Malang City, Indonesia, taken by the Malang City 

Regional Disaster Management Agency or Badan Penanggulangan Bencana Daerah (BPBD). The selection 
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of this location is based on the complexity and diversity of the types of damage that occur, which presents 

its own challenges in the process of identifying and classifying the level of damage. 

Several previous studies have developed methods for post-natural disaster building damage 

assessment using image processing techniques, such as Gray-Level Co-occurrence Matrix (GLCM) 

combined with Principal Component Analysis (PCA), which showed good ability in clustering damage levels 

with high variance in the resulting data (Almais, et al., 2024). In the study by Biswal, Sanyal, & Mohapatra 

(2022), Discrete Wavelet Transform (DWT) is combined with deep learning methods for damage detection, 

and achieved an accuracy of 94.8%. However, these methods tend to be limited to certain dataset and 

have not been able to provide optimal accuracy on high contrast images. 

While some of these studies have made significant contributions, there is a major gap that needs to 

be addressed, namely the lack of methods that can handle images with high noise and sharp contrast 

variations. In addition, there is still a lack of providing an objective and automatic classification of damage 

levels. This research aims to fill the gap by combining DWT and PCA, which is expected to overcome the 

noise problem and improve accuracy and objectivity in post-disaster building damage grouping. 

The main contribution of this research is the development of a more efficient building damage 

assessment system, utilizing a combination of DWT and PCA. This system is not only expected to reduce 

reliance on manual assessment, but also offer a more objective approach in damage classification based 

on digital image analysis. This research also has the potential to provide new insights into the application of 

image processing technology in the context of natural disaster mitigation and management. 

2. Literature Review 
2.1. Discrete Wavelet Transform (DWT) 

The Wavelet Transform method is a signal processing technique that allows analysis in two domains, 

time and frequency. This technique has been widely used in image processing because of its ability to isolate 

specific features at various frequency levels, which is very useful for the extraction of important information 

from digital images (Huda, Karyatanti, & Dewantara, 2019). In this study, Discrete Wavelet Transform (DWT) 

is chosen to reduce noise in images of buildings damaged by natural disasters and to extract important 

features that indicate the level of damage. Previous research by Biswal, Sanyal, & Mohapatra (2022) 

showed that the use of DWT in image processing can improve the accuracy of damage detection in post-

disaster building structures, especially in images that have high noise levels. 

DWT works by breaking the image into several frequency subbands using low-pass and high-pass 

filtering processes. This process produces several image components, such as approximation components 

and detail components, which can be analyzed in more depth (Khairuna, Sriani, & Triase, 2017). This 

research uses the Daubechies wavelet type because of its ability to handle unsymmetrical signals, which 

are often found in images of buildings with heavy damage due to natural disasters. 

2.2. Principal Component Analysis (PCA) 

Principal Component Analysis (PCA) is a statistical method used to reduce the dimensionality of data 

while retaining the greatest variance of the original data. PCA works by transforming multivariate data into 

a number of uncorrelated principal components, known as principal components (Christaki, et al., 2022). 

In this study, PCA is applied to classify the level of building damage based on features that have been 

extracted using DWT. 

Study conducted by Almais, et al. (2023) shows that PCA can be effective in classifying building 

damage data into several categories, such as light, medium, and heavy damage, with a high level of 

accuracy. The PCA process begins with data normalization, then proceeds with the calculation of the 

covariance matrix to determine the variance of each component. The main component selection is done 

based on the obtained Eigenvalue, which is then used to classify the level of building damage. 

2.3. Wavelet and PCA Transformation Integration 

The combination of Wavelet Transform and PCA has been proven effective in improving the accuracy 

of digital image processing, especially in the classification of building damage after natural disasters. 

Wavelet Transform is used to extract important features from images by isolating certain frequency patterns, 

while PCA is applied to reduce the data dimension and group the processed data into certain categories 

(Almais, et al., 2024). In addition of being able to reduce large-dimensional data, PCA can also classify data 

(Tazi, Isnaini, Mutmainnah, & Ainur, 2019; Troccoli, Cerqueira, Lemos, & Holz, 2022). In this research, a 

combination of these two methods is used to build a system that is able to automatically categorize the level 

of building damage based on available images. The cluster results are then validated by a team of experts 

to ensure optimal accuracy. 
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Fig. 1. Research stages. 

 

The use of the Wavelet Transform helps to separate important details from the image such as the 

edges of damaged buildings, while PCA is used to perform clustering based on the principal components 

that represent the damage. By combining these two methods, this research is expected to provide more 

accurate results compared to manual methods that are often prone to subjectivity and error. 

2.4. Decision Support System (DSS) 

This research also focuses on developing a Decision Support System (DSS) based on image 

processing technology. The developed DSS utilizes the results of image processing from the DWT and PCA 

methods to provide recommendations regarding repair priorities and resource allocation in dealing with 

post-disaster building damage (Putra, Hermawan, & Hatmoko, 2020). Research conducted by Junaidi 

(2019) shows that the application of DSS based on image processing technology can increase the 

effectiveness and efficiency in decision making, especially in emergency situations such as handling natural 

disasters. The DSS proposed in this study is designed by considering the flexibility and accuracy in 

classifying the level of damage, so that it can be adapted to various types of natural disasters. The system 

is expected to reduce reliance on manual assessment methods, while improving objectivity and consistency 

of assessment results across different disaster locations and conditions. 

 

3. Methods 
3.1. Problem Identification 

Post-disaster rehabilitation and reconstruction in Indonesia is managed by BNPB and BPBD, which 

play a role at the national and regional levels respectively. BPBD Malang City, as one of the institutions 

handling post-disaster building damage assessment, faces challenges in producing accurate assessments. 

The assessment process carried out by the assessment team often relies solely on estimates, without clear 

reference criteria. It makes the assessment results vulnerable to being influenced by differences in 

viewpoints between assessors. 

Fig. 1 shows the research stages starting from problem identification to result analysis. After the 

problem identification stage, the research continues with a literature study to obtain a theoretical and 

methodological basis that will support the design and implementation of the system in the next stage. 

3.2. Literature Studies 

At the literature study stage, the researcher refers to various studies that are relevant to this topic. 

Some of the reviewed studies applied similar methods, but in different cases, while other studies discussed 

the same case or object with different method approaches. The selected literature remains focused on 

methods and objects related to this research, in order to support the development of a comprehensive 

system. 

3.3. Data Collection  

This research uses secondary data in the form of 9 (nine) images of post-disaster building conditions 

obtained from BPBD Malang City. These images document various types of building damage due to natural 

disasters. Each image is accompanied by information such as the location of the incident, the type of 

building, and the level of damage observed, which facilitates further analysis. There are 3 levels of damage 

to buildings after natural disasters, namely light, medium and heavy damage, based on the observations of 

the surveyor team. 

This secondary data is an important fundamental of this research as it provides in-depth insight into 

post-disaster building damage patterns. With structured visual documentation and accurate supplementary 

information, this research was able to utilize the data to analyze the causes and severity of damage more 

comprehensively. This analysis not only helps identify damage patterns, but also contributes to the 

development of more objective methods in the assessment of building damage due to natural disasters. 

3.4. System Design 

This subsection describes the workflow of DWT and PCA in digital image processing. This process 

includes the initial stages, such as image conversion to grayscale and filter application, to the final stage, 

which is principal component analysis to produce output in the form of graphs and labels. Fig. 2 presents 

an illustration that maps the relationship between processes in the system, providing an overall depiction of 

the integration of DWT and PCA in image data processing. 

3.4.1. Image preprocessing  
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Fig. 2. System design. 

 

 
(a)                                                                                           (b) 
Fig. 3. (a) Original image before cropping and (b) Cropped image. 

 

Once the cropping process is complete, the image is fed into the system for further processing. The 

image is then resized to 128×128 pixels for standardization, as the smaller size makes the decomposition 

process more efficient in terms of time and memory usage. Next, the image was converted to grayscale to 

simplify the data without losing important structural information. Fig. 3 shows the images before and after 

cropping, while Fig. 4 shows the image that has been converted to grayscale. 

3.4.2. Weighting 

The grayscale image is processed with low-pass and high-pass filters that are weighted. For the low-

pass filter, a weight of [0.5, 0.5] is used, while for the high-pass filter a weight of [-0.5, 0.5] is used. The low-

pass filter serves to capture low-frequency information or coarse details of the image, while the high-pass 

filter is used to extract high-frequency details, such as image edges. Next, a convolution process is 

performed by applying these filters to the rows and columns of the image to extract important features. After 

that, downsampling of the rows and columns is performed to reduce the size of the data that needs to be 

processed in the next stage, resulting in a smaller image that retains the relevant information. 

3.4.3. Statistics 

The image is decomposed using wavelet transform into several subbands (LL, LH, HL, & HH). The 

LL subband, which represents the basic structure of the image, is used for PCA analysis because it contains  
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(a)                                                                                           (b) 
Fig. 4. (a) Resized image (128×128 pixels) and (b) Grayscale image. 

 

 
(a)                                            (b)                                           (c)                                          (d) 

Fig. 5. Level 4 Wavelet decomposition results: (a) Approximation (LL), (b) Horizontal details (LH), (c) Vertical details 

(HL), and (d) Diagonal details (HH). 

 

Table 1 

Grouping of the level of building damage after natural disasters. 

Damage Rate Level Subband 

Heavy 2 4 

Moderately 3 3 

Minor 4 2 

 

low-frequency information. This decomposition allows the system to separate horizontal, vertical and 

diagonal detail elements, as shown in Fig. 5, which shows the results of the visual representation of level 4 

wavelet decomposition. In this study, different decomposition levels are used to categorize the level of 

building damage, as presented in Table 1.  

For the category of heavy damage, decomposition levels 2 and 4 subbands were used; for medium 

damage, decomposition levels 3 and 3 subbands; and for light damage, decomposition levels 4 and 2 

subbands. With this approach, each damage category can be analyzed more precisely based on the details 

generated from each decomposition level.  

After decomposition of the processed grayscale image, the matrix values of each subband (LL, LH, HL, 

HH) are saved in an Excel file to facilitate further analysis. Each subband is saved in a separate sheet. Tables 

2, 3, 4 and 5 show the results of extracting the matrix values for each subband.  These four subbands provide 

different and complementary information about the analyzed image. Each subband has 8 parameters, namely 

0, 1, 2, 3, 4, 5, 6, and 7, resulting from feature extraction using the wavelet transform. The value of each 

subband is different, as shown in Table 2 to Table 5. By utilizing the values of all these subbands, assessment 

of building damage levels can be done more efficiently and accurately, as each subband provides a different 

perspective on the condition of the building. The use of Wavelet Transform allows for a more in-depth and 

detailed analysis, thus increasing the effectiveness in post-disaster damage assessment. 
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Table 2 

Matrix approximation (LL). 

0 1 2 3 4 5 6 7 

41 54 38 0 22 37 39 37 

25 22 29 48 66 54 55 46 

38 61 88 67 91 82 70 63 

66 92 96 113 75 118 85 82 

113 107 136 128 113 96 91 96 

92 107 97 124 103 75 124 112 

145 143 156 119 161 178 179 171 

252 255 224 162 200 243 240 226 

 

Table 3 

Matrix horizontal details (LH). 

0 1 2 3 4 5 6 7 

105 92 68 89 154 147 161 137 

80 98 110 108 78 103 100 158 

105 132 95 65 131 37 130 96 

124 175 143 131 100 113 140 170 

42 87 8 130 83 81 71 87 

64 2 160 123 149 127 255 151 

113 60 1 60 0 143 133 197 

95 69 49 80 33 72 72 52 

 

Table 4 

Matrix vertical details (HL). 

0 1 2 3 4 5 6 7 

199 180 123 130 108 151 134 156 

115 109 141 174 150 159 136 142 

137 127 133 138 249 156 132 134 

145 174 78 196 144 255 29 148 

11 188 108 80 125 218 108 185 

142 122 84 88 159 176 137 114 

117 122 150 232 88 0 171 114 

41 109 97 192 130 133 64 148 

 

Table 5 

Matrix diagonal details (HH). 

0 1 2 3 4 5 6 7 

174 153 146 156 129 152 160 180 

138 173 139 152 138 155 169 126 

204 172 125 185 99 163 174 167 

128 148 151 141 227 133 189 176 

191 113 159 194 68 96 130 174 

142 140 128 202 203 121 144 128 

125 162 160 0 189 192 165 112 

154 143 75 88 137 255 110 153 

3.4.4. Data normalization 

Data normalization is an important step to ensure that each feature has the same scale, so that no 

feature dominates the PCA. In this study, data from the LL and LH subbands were selected because they 

contain important information about the image. These two subbands were then combined into a 1-

dimensional (1D) representation to simplify the analysis process, as shown in Fig. 6 which illustrates the 1D  

normalization results. The normalization process is performed by subtracting the mean of each feature and 

dividing it by the standard deviation, so that the resulting data has a mean of zero and a variance of one. 

This step aims to improve the accuracy of PCA, which is sensitive to the scale of the data. Data normalization 

(𝑥𝑛𝑜𝑟𝑚) based Standard Deviation can be calculated based on Eq. (1), where 𝑥 is the data value of the 

feature to be normalized, 𝜇 is the mean of the dataset (the average value of all data in one feature), and 𝜎 

is the Standard Deviation of the dataset (a measure of the spread or dispersion of data values) (Ahn, et al., 

2020). 

𝑥𝑛𝑜𝑟𝑚 =  
𝑥− 𝜇

𝜎
                   (1) 
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Fig. 6. 1D normalization result. 

 

Table 6 

Results of variance ratio and eigenvalue of each major component. 

PC Variance Ratio (%) Eigenvalue (%) 

PC1 65.27 11.07 

PC2 15.22 2.58 

PC3 9.91 1.68 

PC4 4.15 0.7 

PC5 2.60 0.44 

PC6 2.09 0.35 

PC7 0.77 0.13 

PC8 0.00 0.00 

3.4.5. Determination of variance ratio and eigenvalue 

In the stage of determining the variance ratio and Eigenvalue, the initial step is to calculate the 

covariance matrix of the normalized data to understand the correlation between features. This covariance 

matrix is then used to determine the direction of the largest variance in the data. Eigenvalues are calculated 

to measure the amount of variance in each principal component, as illustrated in Eq. (2) (Jolliffe, 2002; 

Molin, 2021; Susilo, Isnanto, & Riyadi, 2020), where 𝑠2 is the variance that measures how dispersed the 

data is compared to the average. The larger the variance value, the more dispersed the data is. 

∑ (𝑥𝑖 − µ)2𝑛
𝑖=1  is the sum of squares of the difference between each data value (𝑥𝑖) and the average (µ), 

which is used to calculate the variance. 𝑛 is the amount of data, and 𝑛 − 1 is used to correct for bias in 

calculating the sample variance to make it more accurate. If the data being calculated is the entire 

population, the denominator is 𝑛. Meanwhile, the Eigenvectors give direction to the principal components. 

Table 6 shows the variance ratio and Eigenvalue for each principal component. In Table 6 there are 

variance ratio values and Eigenvalues from PC1 to PC8. According to (Almais, et al., 2023), if the Eigenvalue 

of the main component (PC) is greater than 0, then that component is the most efficient and optimal for use 

in data clustering. In Table 6, PC1 to PC3 have Eigenvalues greater than 0, which indicates that the three 

PCs are the most efficient and optimal for data analysis. 

𝑠2 =  
∑ (𝑥𝑖−µ)2𝑛

𝑖=1

𝑛−1
                  (2) 

3.4.6. Creating the Principal Components (PC) 

The next step is the creation of Principal Components (PCs) in PCA. Principal components are 

calculated based on the Eigenvalues that represent the largest variance in the data, as well as the 

Eigenvectors that have been obtained. These components are the most important and significant features, 

used to summarize the main information of the data. PCs are linear combinations of the original features in 

the data, with weights determined by the Eigenvalues. This process ensures that the first principal 

component (PC1) has the greatest contribution in explaining the variance, followed by PC2, PC3, and so 

on. PCA retains only a few PCs that explain most of the variance, so the dimensionality of the data can be  
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Fig. 7. Result of Principal Components. 

 

Table 7 

Coordinate point (𝑛) level of damage to buildings after natural disasters (Almais, et al., 2023). 

Coordinate Point (n) Damage Level 

𝑛 <  0 Minor damage 

0 ≤  𝑛 <  2 Moderately damaged 

𝑛 ≥  2 Heavy damage 

 

reduced without losing important information. The results of these principal components can be seen in Fig. 

7. The equation for obtaining PCA data (𝑑𝑎𝑡𝑎𝑃𝐶𝐴) is presented in Eq. (3), where 𝑥𝑛𝑜𝑟𝑚 is the normalized 

data and 𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟_𝑠𝑢𝑏𝑠𝑒𝑡  is a subset of the relevant Eigenvectors (Jolliffe, 2002). 

𝑑𝑎𝑡𝑎𝑃𝐶𝐴 =  𝑥𝑛𝑜𝑟𝑚 × 𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟_𝑠𝑢𝑏𝑠𝑒𝑡                (3) 

3.4.7. 2D and 3D graphics visualization from PC 

The next stage is to visualize the results of the PCA analysis. After the data is normalized and the 

principal component (PC) values are calculated, the data is projected into the principal component space 

(PC1, PC2, and so on). At this stage, the data that has been reduced in dimension is visualized in the form 

of 2D and 3D graphs to facilitate the identification of patterns and clusters in the data. Fig. 8 shows the 

visualization results in the form of 2D and 3D graphs. 

The 2D graph uses two coordinate points, PC1 and PC2, while the 3D graph uses three coordinate 

points: PC1, PC2, and PC3. This visualization maps data points based on the value of each PC, which 

illustrates the distribution of data related to the level of building damage after a natural disaster. 

3.4.8. Create labels based on graph results 

Based on 2D or 3D graph visualization, the data is grouped and labeled according to the level of 

building damage (light, medium, heavy) based on the position of the coordinate points on the graph in Fig. 

8. The determination of the standard post-disaster building damage level is adapted from the research of 

Almais, et al. (2024), which uses data analysis of coordinate points on the main component (PC) in PCA to 

classify the level of building damage. The damage category is determined as follows: If the coordinate value 

(𝑛) is below 0 (𝑛 < 0), then the building is categorized as lightly damaged; if 𝑛 is between 0 and 2 (0 ≤  𝑛 <
2), then the damage category is moderate; and if 𝑛 is greater than or equal to 2 (𝑛 ≥ 2), then the building 

is categorized as severely damaged (Almais, et al., 2023). Table 7 shows the standard values for the level 

of damage to buildings after natural disasters. 

Fig. 8, which is translated based on the standards in Table 7, shows the distribution of coordinate 

points on PC1 and PC2 for the 2D graph. In Fig. 9, four coordinate points (𝑛) in green is below 0 (𝑛 < 0), 

three coordinate points (𝑛) in yellow have values between 0 and 2 (0 ≤ 𝑛 < 2), and one coordinate point 

(𝑛) in red are above 2 (𝑛 > 2). Therefore, Fig. 9 shows that image 3 depicts a building with a light degree 

of damage (lightly damaged), as most of the coordinate points (𝑛) is at a value 𝑛 < 0, which corresponds 

to the category of minor damage according to the standards shown in Table 7. 

3.4.9. Results 

The data that has been analyzed using PCA produces groupings that can be used to assess the level 

of damage to buildings after a disaster, while retaining important information from the original data. 
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(a) 

 

 
(b) 

Fig. 8. PCA visualization of subband features: (a) 2D PCA and (b) 3D PCA. 
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(a) 

 

 
(b) 

Fig. 9. Clustering results: (a) 2D PCA visualization, (b) 3D PCA visualization. 

 

4. Results and Discussion 
This research successfully categorizes the damage level of buildings after natural disasters with high 

accuracy using DWT and PCA methods. With this approach, the developed system showed consistent and 

effective results in separating damage levels into three clear categories: lightly damaged, moderately 

damaged, and heavily damaged.  
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One important aspect of this research is external validation, which is conducted by comparing the 

system results with the manual assessment conducted by a team of surveyors from BPBD Malang City. The 

validation results show that the developed system produces a grouping (Fig. 9) that matches human 

judgement with a very high accuracy rate of 100%. This proves that the applied method is reliable in 

assessing damage to buildings after natural disasters with very high accuracy. 

This research not only succeeded in producing an accurate classification of damage levels, but also 

showed the great potential of the system in supporting decision-making for post-disaster building 

rehabilitation and reconstruction. The system can be an effective tool in accelerating the evaluation and 

recovery process, providing faster and more accurate information compared to manual methods that 

require a lot of time and money. 

However, the system requires further development, including further research using a larger and 

more diverse dataset covering different types of disasters and building conditions. This will ensure that the 

system can be adapted for more complex situations and damage types. In addition, system development 

could focus on integration with other technologies, such as real-time monitoring systems, which could 

support more efficient damage assessment in the field. The use of more advanced methods for feature 

extraction and data clustering can also improve the accuracy and ability of the system to handle more 

complex data, thus expanding its application in the disaster and infrastructure fields. 

 

5. Conclusions 
This research successfully developed a system to classify the level of post-disaster building damage 

using the DWT and PCA methods. This system is able to classify the level of damage to buildings after 

natural disasters with high accuracy, which is in accordance with the manual assessment of the BPBD 

Malang City surveyor team. The results are consistent, reliable, and provide accurate information, critical in 

the post-disaster building rehabilitation and reconstruction process. The applied method not only improves 

the speed and efficiency of assessment, but also supports more informed and data-driven decision-making. 

The external validation results show a very high concordance with the manual assessment, making it an 

effective alternative to replace the time-consuming and costly manual method. 
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