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Abstract 
Many smartphones today need to be more precise about choosing one that suits the user's needs. In 

fact, smartphone sellers sometimes need help recommending smartphones that suit buyers' needs. 

Generally, buyers search for smartphone specifications with keywords they desire, but the results appear 

different from what they expected. Users need the main specifications, such as Random Access Memory 

(RAM) and Read Only Memory (ROM) capacity, battery, and high camera quality. This research aims to 

implement the K-Nearest Neighbor (KNN) algorithm for recommendation smartphone selection based on 

the criteria mentioned. The data test results show that the combination of KNN with four criteria has good 

performance, as indicated by the accuracy, precision, recall, and f-measure values of 95%, 94%, 97%, 

and 95%, respectively. 

Keywords: Euclidean distance, K-Nearest Neighbor, recommendation system, smartphone, 

specifications. 

1. Introduction 
Today, smartphones are an essential peripheral. Based on the 2017 Ministry of Communication and 

Informatics (Menkominfo) survey results, 66.3% of Indonesian people already have smartphones, and 

86.60% of smartphone owners come from Java (Kemkominfo, 2017). However, many different types and 

functions often confuse buyers about choosing a smartphone based on their needs. Buyers often need help 

selecting their desired items (Bangun, 2017).  

Generally, buyers will search for information that fits their needs only with keywords. Searching with 

these keywords will be understood by other words with the same meaning so that the information that 

appears not only contains words that are limited to the phrase being searched but also raises information 

about the equivalent word (Setiawan & Nurkamid, 2012). Similar studies have been conducted on 

smartphone recommendation systems using the Simple Additive Weighting (SAW) method (Harsiti & 

Aprianti, 2017; Saputra et al., 2021). Saputra et al. (2021) use rating as a criterion to aid decision-making. 

Putra (2019) in his research used the K-Nearest Neighbor (KNN) method for smartphone recommendations 

with the criteria used in the form of Read Only Memory (ROM), Random Access Memory (RAM), 

smartphone dimensions, rear camera quality, battery capacity, and price. In contrast, Setiaji et al. (2022) 

used ratings from user reviews in their research.  

This study determines RAM capacity, battery, ROM, and camera quality characteristics. Sometimes, 

the result from the review does not match with user's requirement that a smartphone's capacity fits their 

needs. In addition, the price of smartphones is highest than the specifications of smartphones and can affect 

the results of recommendations based on specifications. KNN is an algorithm often used to assist decision-

making in recommender systems, such as recommendation systems for choosing cars or movies (Zhang 
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et al., 2017). KNN applies the principle of data classification using the similarity or proximity of the search 

data to the data in the system (Zhang et al., 2018).  

This research aims to study the performance of the KNN algorithm as a smartphone selection 

recommendation system based on five criteria. These criteria include the capacity of RAM, battery, ROM, 

and camera quality according to user needs. 

2. Literature Review 
In their research, Sari and Saputra (2021) created a smartphone selection system based on 

specifications for students using the SAW method. Sari and Saputra's research (2021) uses SAW as a 

weighting system to determine priority smartphone selection criteria. In this study, the criteria for selecting 

a smartphone were the type of chipset, RAM and ROM capacity, screen size, and smartphone price. The 

data is from filling out the Google Form by students of the Information Systems study program at the 

University of Tanjungpura, Indonesia. The survey results obtained were Oppo A92 with a value of 96; Asus 

ROG Phone 5 with an 80 rating; Samsung S21 5G with a score of 73.75; Vivo Y17 with a score of 81.25; 

and iPhone 11 64GB with a score of 48.75.  

Fauzan et al. (2017) built a system to support web-based smartphone selection decisions using the 

SAW method. The criteria in this study consist of the processor core, processor clock, RAM, ROM, camera, 

battery, and price. The study results show that the information display can be used to search for smartphone 

recommendation systems.  

Gafoor et al. (2022) proposed a film recommendation system developed using one of the most 

powerful, well-known, and widely used KNN machine learning algorithms to improve the prediction of the 

likelihood of specific digital content to users whose likelihood was previously analyzed.  

Rajput & Grover (2022) predict film genres as having interesting problems in designing 

recommendation systems for audiences, analyzing film box office performance, and understanding film 

themes. This is a classic multi-label classification problem. The algorithm for detecting film genres in this 

study is KNN. The basic idea is to identify high-frequency words in a given genre and use them as features 

to train a classification machine learning model. The best results are obtained using KNN with an average 

precision for all genres of 77.7% with 200 features. KNN works excellent for Sports and War genres with 

over 90% precision in some cases.  

In their research, Xiong & Yao (2021) proposed that a KNN-based thermal comfort model be 

developed to form an adaptive thermal comfort environment that is personalized to suit the occupants' 

preferences. The test results show that the accuracy of the KNN model with 1,000 sets of training data can 

reach 88.31%.  

Rakshit et al. (2023) stated that the way the site knows about products recommended to new users 

is that the best-selling products of the e-commerce site are products that are in high demand. Therefore, 

Rakshit et al. (2023) proposed a popularity-based recommendation system using KNN. The result is the top 

5 popular products recommended for users who use the KNN algorithm.  

Adeniyi et al. (2016) in their research, implemented KNN on an automated web and recommendation 

system based on current user behavior on a newly developed Simple Syndication (RSS) reader website to 

provide relevant information to individuals without explicitly asking for it. The test results show that KNN is 

transparent, consistent, straightforward, easy to understand, has a high tendency to have the desired 

quality, and is easy to implement.  

3. Methods 
The method section will explain the stages of data collection and normalization and find 

recommendations based on the KNN algorithm. Fig. 1 is a flow chart of the research conducted. In this 

study, the value of k is needed to determine the number of nearest neighbors used to determine the 

classification. The value of k used in this research is 𝑘 = 5, 𝑘 = 10, and 𝑘 = 15. This value will be used to 

compare the accuracy, precision, and recall values obtained from the results of this study. 

3.1. Dataset 
The dataset used in this study consists of 100 smartphone specification data found at the Birawa Cell 

counter located in Sidoarjo, East Java, Indonesia. The comparison between training data and test data is 

80%:20%. The parameters used in the dataset are RAM capacity, battery, ROM, and quality of the main 

camera and front camera. 
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Fig. 1. Research flow chart. 

Table 1 

The original data. 

  

No Item RAM ROM Battery Main Camera Front Camera 

1 OPPO A76 6 128 5000 8 13 

2 Redmi 9A 2 32 5000 5 13 

3 VIVO Y01 2 32 5000 5 8 

4 OPPO RENO7 5G 8 256 4500 32 64 

5 Oppo Reno6 8 128 4310 44 64 

6 VIVO V21 5G 8 256 4000 44 64 

7 VIVO V23 5G 8 128 4200 50 64 

8 OPPO A74 5G 6 128 5000 16 48 

9 REALME C25Y 4 64 5000 8 50 

10 REALME C31 3 32 5000 5 13 

3.2. Data normalization 
The process carried out to prepare data before classification is the process of normalization. 

Normalization is done to equalize the shape of the data that is not uniform and make the data have a range 

from 0 to 1 (Zhu et al., 2023). Normalization is also interpreted as changing data into Gaussian data or 

equivalent value equations (Peterson, 2021). This study uses min-max normalization. In this process, 

several steps need to be taken. Min-max normalization can be done by Eq. (1), 

𝑛𝑜𝑟𝑚 =  
𝑣−𝑚𝑖𝑛𝑘

𝑚𝑎𝑥𝑘−𝑚𝑖𝑛𝑘
                                                                                                                   (1) 

where 𝑛𝑜𝑟𝑚 is normalization, 𝑣 is the original value, 𝑚𝑖𝑛𝑘 is the minimum value in column 𝑘, and 𝑚𝑎𝑥𝑘  is 

the maximum value in column 𝑘. The normalization process is used for each attribute used in the research. 

Table 1 is an example of data before it is normalized. Table 2 is an example of normalized sample data. 
Table 2 

Data after normalization. 

  

No Item RAM ROM Battery Main Camera Front Camera 

1 OPPO A76 0.6667 0.4286 1 0.0667 0.0893 

2 Redmi 9A 0 0 1 0 0.0893 

3 VIVO Y01 0 0 1 0 0 

4 OPPO RENO7 5G 1 1 0.5 0.6 1 

5 Oppo Reno6 1 0.4286 0.31 0.8667 1 

6 VIVO V21 5G 1 1 0 0.8667 1 

7 VIVO V23 5G 1 0.4286 0.2 1 1 

8 OPPO A74 5G 0.6667 0.4286 1 0.2444 0.7143 

9 REALME C25Y 0.3333 0.1429 1 0.0667 0.75 

10 REALME C31 0.1667 0 1 0 0.0893 

This study uses five criteria, as presented in Table 2, namely: 

1) RAM represents RAM capacity, 

2) ROM represents ROM capacity, 

3) Battery represents battery capacity, 

4) Main Camera represents the quality of the main camera, and 

5) Front Camera represents the quality of the front camera. 

3.3. Classification 
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The most important step in classification is determining the best classifier (Kowsari et al., 2019). This 

study uses one of the simplest classification methods, namely KNN. KNN is sensitive to the distance function 

used to select the nearest neighbors (Suyanto et al., 2022). Eq. (2) is the Euclidean distance equation used 

in KNN, 

𝑑𝑒𝑢𝑐𝑙𝑖𝑑(𝑥, 𝑦) = √∑ (𝑥𝑝 − 𝑦𝑝)
2𝑞

𝑝=0                                                                                                                  (2) 

where 𝑑𝑒𝑢𝑐𝑙𝑖𝑑(𝑥, 𝑦) as Euclidean distance, 𝑥𝑝 as a value test iteration-𝑝, 𝑦
𝑝
 as a value data training iteration-

𝑝, 𝑝 as variable data, and 𝑞 as parameters quantity.  

Table 1 must be normalized first, and then the normalization results will be used to find Euclidean 

values. Search for Euclidean values according to Eq. (2). After the normalization process is complete, it will 

find the Euclidean value. Table 3 is the result of calculating the Euclidean value based on training data with 

RAM specifications of 6, ROM of 64, battery capacity of 5000, front camera with 44 MP, and a main camera 

with 64 MP. 
Table 3 

The result of euclidean value. 
No Item Euclidean Value Rank Classifier 

1 OPPO A76 1.2454 6 Medium 

2 Redmi 9A 1.4302 9 Low 

3 VIVO Y01 1.4886 10 Low 

4 OPPO RENO7 5G 1.0802 5 High 

5 Oppo Reno6 0.8178 2 Medium 

6 VIVO V21 5G 1.3586 7 High 

7 VIVO V23 5G 0.9222 4 Medium 

8 OPPO A74 5G 0.7419 1 Medium 

9 REALME C25Y 0.9020 3 Low 

10 REALME C31 1.3605 8 Low 

Based on the results from Table 3, the data in Table 4 will be classified based on the nearest neighbor. 

In this sample, the value of 𝑘 = 5 is used. Then the results of the nearest neighbor search can be seen in 

Table 6.  

Based on Table 4, the classification results are as follows:  

1) The closest neighbor with the top classification is 1;  

2) Closest neighbors with low classification are 1;  

3) Meanwhile, the nearest neighbors with medium classification have the highest number, namely 3.  

So the results of the classification of smartphones in the test data of Table 3 are middle-class smartphones.  
Table 4 

Nearest neighbor. 
Item Euclid Value Rank Classifier 

OPPO A74 5G 0.7419 1 Medium 

Oppo Reno6 0.8178 2 Medium 

REALME C25Y 0.9020 3 Low 

VIVO V23 5G 0.9222 4 Medium 

OPPO RENO7 5G 1.0802 5 High 

3.4. Evaluation 
Evaluation in this study aims to see the performance of KNN. The evaluation used in this study is the 

confusion matrix. The confusion matrix is a way to evaluate and review the accuracy and identify errors in 

calculations made (Thammasiri et al., 2014). 
Table 5 

Confusion matrix. 

 
Recent Values 

Positive Negative 

Prediction Value 
Positive False Positive (FP) False Positive (FP) 

Negative True Negative (TN) True Negative (TN) 

The confusion matrix is searched by comparing the output predicted by the system with the 

elaboration output done manually. Eq. (3), (4), (5), and (6) are the equations used in the confusion matrix 

in this study (Lee et al., 2022; Thammasiri et al., 2014), 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                                                                                                                                                     (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                                                                                                                 (4) 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                                                                                                             (5) 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                                                                                      (6) 

with 𝑇𝑃 as a True Positive value, 𝑇𝑁 as a True Negative value, 𝐹𝑃 as a False Positive value, and 𝐹𝑁 as a 

False Negative value, accuracy is the result of the accuracy, recall is recall, precision is precision and F-

Measure. 

4. Results and Discussion 
In this study, two trial scenarios were carried out. The first test scenario is based on the number of 

criteria used, as presented in Table 6. The number of criteria 1 means that the test is carried out with only 

one type of criterion, such as a search using only RAM. The number of criteria 2 means that the test is 

carried out using RAM, ROM, etc. This test is continued until all five criteria are used. The aim is to determine 

whether the number of criteria used affects the performance results of the KNN. While the second trial 

scenario is based on the number of parameter k values, as presented in Table 7. 
Table 6 

Test result criteria’s. 
Criteria Accuracy Precision Recall F-Measure 

1 0.49 0.61 0.63 0.62 

2 0.74 0.79 0.74 0.76 

3 0.84 0.79 0.84 0.81 

4 0.84 0.85 0.85 0.85 

5 0.95 0.94 0.97 0.95 

 
Table 7 

Test result based on 𝑘 value. 
𝒌 Accuracy Precision Recall F-Measure 

5 0.80 0.87 0.87 0.87 

10 0.85 0.90 0.89 0.89 

15 0.95 0.94 0.97 0.95 

Based on Table 7, 𝑘 = 15 gets the highest performance value. Each performance value is accuracy 

with a value of 0.95; precision with a value of 0.94; recall with a value of 0.97; and the F-Measure value is 

0.95. Therefore, the value of k used in this study is 15. Based on Table 6, it can be concluded that the 

number of criteria affects the accuracy of the KNN performance. The more criteria used, the higher the 

resulting accuracy.  

Based on the testing results, this study was declared successful because the proposal had an 

accuracy value of 95%, which was considered good. However, according to Dio et al. (2021), fairly good 

accuracy is 80% to 110%. This means that the method is able to provide smartphone recommendations 

that are close to user needs. Factors that influence the success of the research are based on the amount 

of data used and the number of criteria used or the absence of missing values. As found in testing with a 

number of criteria. The higher the number of criteria used, the higher the accuracy. 

5. Conclusions 
This research aims to look at the performance of the KNN algorithm as a smartphone selection 

recommendation system based on five criteria. Based on the test results, it can be concluded that this study 

was successful with good performance when using a value of 𝑘 = 15 and all the proposed criteria. This 

research still has limitations, so it is recommended that future research be continued by adding other criteria, 

other types of data that have the potential to be needed by prospective buyers, better algorithms than KNN, 

and cross-validation. 
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